Abstract. We discuss metric, algorithmic and geometric issues related to broadly understood complexity of high dimensional convex sets. The specific topics we bring up include metric entropy and its duality, derandomization of constructions of normed spaces or of convex bodies, and different fundamental questions related to geometric diversity of such bodies, as measured by various isomorphic (as opposed to isometric) invariants.
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1. Introduction

When modeling complex (real-life or abstract) systems with many degrees of freedom, we are frequently led to mathematical objects whose dimension can be related to the number of free parameters in the underlying system and, as a consequence, is very large. Since many naturally appearing relationships between, or constraints on the parameters are linear or at least convex, we are thus led to high dimensional convex sets. Two areas of traditional mathematics that come to mind when faced with the problem of analyzing such sets are classical geometry and functional analysis. However, geometry is usually focused on obtaining very precise information for a fixed, not-too-large dimension. Functional analysis, on the other hand, is typically concerned with the infinite-dimensional setting (which frequently is an idealization of a very large dimension), but often provides only qualitative information. Fortunately, there is a middle ground between these two approaches and it has turned out to be quite fertile. The last few decades witnessed the development of a quite powerful quantitative methodology in geometric functional analysis that, together with similar advances in areas such as combinatorics or theoretical computer science, has been lately referred to as asymptotic geometric analysis. In a nutshell, the prescription for success of the asymptotic theory depends on identifying and exploiting approximate symmetries of various problems that escaped the earlier “too qualitative” or “too rigid” methods of classical functional analysis and classical geometry. More specifically,
an important feature of the area is the predominantly isomorphic (as opposed to isometric) character of the questions: one is usually after the rough (i.e., “up to a universal constant”) asymptotic order of the quantities studied and not their more precise behavior. This sometimes makes the problem solvable. [See the article [48] by B. Klartag in this collection for a discussion of developments in the so-called “almost isometric” theory.] However, universal estimates are required, independent of the particular instance of the problem, most notably of the dimension. As is very well known to specialists, but perhaps not fully appreciated by non-experts, this last feature is absolutely crucial because it allows for applications to infinite dimensional functional analysis and to quantitative questions in applied fields. This framework led to discoveries of many surprising phenomena, which may be subsumed in the following “experimental” observation: low-dimensional intuitions are often very wrong in high dimensions. However, as opposed to other fields such as topology, high-dimensional curiosities generally do not appear via a quantum jump; say, when passing from dimension 3 to 4, or from 7 to 8. Instead, small changes accumulate as the dimension increases, leading ultimately to a qualitatively new picture.

In the present article we shall focus on those aspects of the theory that are relevant to broadly defined complexity of convex sets. To exemplify what we mean by complexity, we will now hint at three alternative viewpoints on the notion. Below $K$ will stand for a generic convex body in $\mathbb{R}^n$ (i.e., compact convex set with nonempty interior).

(i) The algorithmic complexity. How difficult is it to describe $K$? A prime example (which we mention mainly for demonstration purposes) is here the algorithmic complexity of the membership oracle: How difficult is it to decide whether a point belongs to $K$? Another class of questions is: Suppose that the existence of $K$ with certain properties is given by a non-constructive proof, or by probabilistic considerations; is it possible to give an explicit example, or an efficient derandomized algorithm?

(ii) The geometric complexity, or diversity. How complicated (in an appropriate geometric sense) is $K$? To what extent do convex bodies of the same dimension exhibit common features? In particular, to what extent do they resemble the arguably most regular body, the Euclidean ball?

(iii) The metric entropy. Here we need an underlying metric structure, typically given by a norm. Given $\varepsilon > 0$, how many balls of radius $\varepsilon$ do we need to cover $K$? The logarithm (to base 2) of the minimal cardinality of such cover is called the metric entropy function of $K$ and can be interpreted as the complexity of $K$, measured in bits, at the level of resolution $\varepsilon$ with respect to the metric in question.

In what follows we will provide some background information concerning these three aspects of complexity, describe recent developments in each area, and list related open problems. Each of the viewpoints (i)–(iii) will correspond to one section in the exposition; however, we will reverse the order. On the other hand, we emphasize that the three points of view are intimately interconnected. For example, one aspect of geometric diversity involves approximating convex bodies by simple ones, a problem which has obvious algorithmic ramifications. A sample such question, approximating by polytopes, has been extensively studied and reported on in [14], see also [92].
Notation will be introduced as we proceed, but we list below a few general rules and conventions that will be used throughout the paper. We will sometimes use unexplained (but standard in the field) notation in side remarks. For this and for more background on the issues discussed here we refer the reader to the monographs [75], [108], [84] and, for more up-to-date expositions, to surveys contained in [41], especially the chapters [42], [18], [24], [30], [43], [50], [56], [59], [63], [64], and – particularly for the motivational aspects – to the 1996 ECM and the 1998 ICM talks by V. Milman [72], [73].

If \( X \) is a normed space, we will write \( B_X \) for its unit ball (centered at the origin). In the other direction, if \( K \) is a convex body in \( \mathbb{R}^n \) containing the origin in its interior, \( \| \cdot \|_K \) will stand for the gauge of \( K \) (i.e., \( \| x \|_K := \inf \{ t > 0 : x \in tK \} \)); if \( K \) is symmetric with respect to the origin, the gauge of \( K \) is just the norm for which \( K \) is the unit ball. Thus, in a way, the body \( K \) (symmetric with respect to the origin) is identified with the normed space \( (\mathbb{R}^n, \| \cdot \|_K) \); this is the main reason for the interplay of geometric and functional analytic ideas.

The letters \( C, c_0, C', \ldots \) will stand for absolute positive constants, independent of the particular instance of the problem considered, most notably of the dimension. However, the numerical values corresponding to the same symbol may vary between occurrences. Similarly, \( C(\alpha) \) will denote a constant depending only on the parameter \( \alpha \), and so on. For two functions \( f, g \) (depending on the same or on different parameters), \( f \sim g \) will mean that \( f \) and \( g \) are of the same order, i.e., \( cf \leq g \leq Cf \) (with \( C, c > 0 \) independent of the parameters involved, as required by the previous convention).

2. Metric entropy and its duality

While in many applications calculating the metric entropy of specific sets is the primary objective, here we will mention applications only in passing and concentrate instead on the more fundamental properties of the notion, particularly those connected to duality considerations.

2.1. Notation and historical background, the duality conjecture. If \( K, B \) are subsets of a vector space, the covering number of \( K \) by \( B \), denoted \( N(K, B) \), is the minimal number of translates of \( B \) needed to cover \( K \). Similarly, the packing number \( M(K, B) \) is the maximal number of disjoint translates of \( B \) by elements of \( K \). [Note that geometers usually require only that the interiors of the translates be disjoint.] The two concepts are closely related, particularly if \( B \) is centrally symmetric; we have then \( N(K, 2B) \leq M(K, B) \leq N(K, B) \). If \( B \) is a ball in a normed space and \( K \) a subset of that space (the setting and the point of view we will usually employ), these notions reduce to considerations involving the smallest \( \varepsilon \)-nets or the largest \( \varepsilon \)-separated (or \( 2\varepsilon \)-separated) subsets of \( K \).
Besides the immediate geometric framework, packing and covering numbers appear naturally in numerous subfields of mathematics, ranging from classical and functional analysis through operator theory and probability theory (particularly when studying stochastic processes, see [26], [95], [61], [53]) to information theory and computer science (where, for example, a code is typically a packing). As with other notions touching on convexity, an important role is played by considerations involving duality. The central problem in this area is the 1972 duality conjecture for covering numbers due to Pietsch [79], which has been originally formulated in the operator-theoretic context (see below), but which in the present setting can be stated as

**Conjecture 2.1 (The Duality Conjecture).** There exist numerical constants \( a, b \geq 1 \) such that for any dimension \( n \) and for any two symmetric convex bodies \( K, B \) in \( \mathbb{R}^n \) one has

\[
b^{-1} \log N(B^o, aK^o) \leq \log N(K, B) \leq b \log N(B^o, a^{-1}K^o). \tag{1}
\]

Above and in what follows \( A^o := \{ u \in \mathbb{R}^n : \sup_{x \in A} \langle x, u \rangle \leq 1 \} \) is the polar body of \( A \); “symmetric” is a shorthand for “symmetric with respect to the origin” and, for definiteness, all logarithms are to the base 2. For simplicity, we will generally restrict our attention to symmetric sets; however, most statements can be formulated without the symmetry assumption. Of course, due to the bipolar theorem, \( K \) and \( B \) are exchangeable in (1) and so it is enough to prove only one of the two inequalities. We emphasize that the “equivalence” of the quantities in (1), and overall in this section, is more involved than the relation \( \sim \) defined in the introduction.

In our preferred setting of a normed space \( X \), the proper generality is achieved by considering \( \log N(K, tB_X) \), where \( t > 0 \) and \( K \) is a general (convex, symmetric) subset of \( X \). The polars should then be thought of as subsets of \( X^* \), with \( (B_X)^o \) coinciding with \( B_{X^*} \), the unit ball of that space, and (1) becomes

\[
b^{-1} \log N(B_X^o, a \cdot, a^{-1}tK) \leq \log N(K, tB_X) \leq b \log N(B_X^o, a^{-1} \cdot tK). \tag{2}
\]

With minimal care, infinite-dimensional spaces and sets may be likewise considered. To avoid stating boundedness/compactness hypotheses, which are peripheral to the phenomena in question, it is convenient to allow \( N(\cdot, \cdot), M(\cdot, \cdot) \) etc. to take the value \(+\infty\). Finally, the original operator-theoretic formulation of the conjecture is as follows. Given (linear bounded, or compact) operator \( u : Y \to X \) between two normed spaces we define entropy numbers of \( u \) as \( e_k(u) := \inf \{ \varepsilon > 0 : N(uB_Y, \varepsilon B_X) \leq 2^{k-1} \} \). Do we have then

\[
a^{-1} e_k(u) \leq e_k(u^*) \leq a e_k/b(u^*) \tag{3}
\]

(where \( u^* : X^* \to Y^* \) is the adjoint of \( u \)) uniformly over spaces \( X, Y \), operators \( u \) and \( k \geq 1 \) ?
2.2. The Hilbert space case. To indicate where the difficulty of the problem lies, we shall comment on the enlightening special cases when, in the language of (3), \(X\) and/or \(Y\) is a Hilbert space. If both \(X\) and \(Y\) are Hilbert spaces, the situation is nearly trivial. Indeed, entropy numbers of a Hilbert space operator depend only on its singular numbers, and the singular numbers of an operator and its adjoint are identical. In the setting of (1), this corresponds to the bodies \(K, B\) (and hence \(K^\circ, B^\circ\)) being ellipsoids with the pair \((K, B)\) affinely equivalent to the pair \((B^\circ, K^\circ)\) (in that order!). As a consequence, (1), (3), and the appropriate version of (2), hold with \(a = b = 1\).

At the other extreme, in the general case, the four bodies \(K, B, K^\circ, B^\circ\) appearing in (1) may be all very different and so the reasons for the duality result (if it indeed does hold) must be much deeper. Finally, if one of the spaces (say, \(X\)) is a Hilbert space, looking at the equivalence (2) we see that it expresses what seems to be a rather fundamental property of all convex subsets of the Hilbert space.

Let us also point out that if \(\dim X = \dim K := k < \infty\) (and \(K\) is bounded), then standard considerations show that, as \(t \to 0^+\), both metric entropy functionals \(\log N(K, tB_X)\) and \(\log N(B_{X^\circ}, tK^\circ)\) are equivalent to \(k \log(1/t)\). In fact, it is even true that the differences between the functionals and \(k \log(1/t)\) are bounded. However, the bounds for the two differences depend in an intricate way on \(K\), not allowing for any meaningful quantitative inferences, nor for deriving any conclusions about reasonably general infinite dimensional sets. [Comments in this paragraph are not dependent on \(X\) being a Hilbert (i.e., Euclidean) space.]

2.3. Duality results. The three decades following the statement of the conjecture brought many useful partial and/or related results, see [91], [51], [107], [19], [78], [33], [85] and their references. However, only in the last few years substantial progress was achieved with respect to the original problem. We have (see [8], [9])

**Theorem 2.2.** There exist universal constants \(a, b \geq 1\) such that (2) holds if \(X\) is a Hilbert space, uniformly over all symmetric convex sets \(K \subset X\) and over \(t > 0\). Moreover, the same is true if \(X\) is \(K\)-convex, with \(a, b\) depending on the \(K\)-convexity constant of \(X\).

The notion of \(K\)-convexity (the notation which, by the way, has nothing to do with our convex set \(K\)) goes back to [65] and is well known to specialists; we refer to [84], [64] for a precise definition, background and properties. Requiring \(K\)-convexity imposes a rather mild geometric restriction on the underlying space. For example, the class of \(K\)-convex spaces includes all \(L_p\)-spaces for \(1 < p < \infty\) (classical or non-commutative), and similarly all uniformly convex and all uniformly smooth spaces. While many interesting descriptions of this class are possible (see [56], [64]), here we just mention that \(K\)-convexity is equivalent (see [82]) to the absence of large subspaces resembling (in the sense of the next section) finite-dimensional \(\ell_1\)-spaces, and that it can be nicely quantified: there is a parameter called the \(K\)-convexity constant, which can be defined both for finite and infinite dimensional normed spaces, and which has good permanence properties with respect to standard functors of functional analysis.
Translating Theorem 2.2 to the other formulations is straightforward. For example, we get that (3) holds if one of the spaces $X$, $Y$ is a Hilbert space or, more generally, is $K$-convex. Similarly, if (say) $B$ is an ellipsoid, then (1) holds uniformly over $n \in \mathbb{N}$ and over (symmetric convex bodies) $K \subset \mathbb{R}^n$ etc. Regarding constants, we know how to prove (2) for the Hilbert space with any $a > 2$, with $b = b(a)$; improvements (to “any $a > 1$”) would follow if a certain geometric statement conjectured in [76] was true.

2.4. The convexified packing. An interesting feature of [9] is the formal introduction and an initial study of a modified notion of packing that has already been implicit in [19]. We will provide now some details since this will allow us to present a sketch of the proof of Theorem 2.2 and to pinpoint the ingredients that are missing in the general case of Conjecture 2.1; at the same time, the new notion appears to be interesting by itself. A sequence $x_1, \ldots, x_m$ is called a convexified $B$-packing iff

$$(x_j + B) \cap \text{conv} \bigcup_{i<j}(x_i + B) = \emptyset$$

for $j = 2, \ldots, m$. [We emphasize that, as opposed to the usual notions of packing and covering, the order of the points is important here.] Next, the convexified packing number $\hat{M}(K, B)$ is the maximal length of a sequence in $K$ which is a convexified $B$-packing. It turns out that for this modified notion the duality in the sense analogous to (1)–(3) does hold, and that it is (essentially) a consequence of a Hahn–Banach type separation theorem. For example, we have (see [9])

If $K, B \subset \mathbb{R}^n$ are convex symmetric bodies, then $\hat{M}(K, B) \leq \hat{M}(B^\circ, K^\circ/\sqrt{2})^2$.

Accordingly, if we knew that the numbers $M(\cdot, \cdot)$ and $\hat{M}(\cdot, \cdot)$ were in the appropriate sense equivalent, the original duality conjecture would follow immediately. While clearly $M(K, B) \leq M(K, B)$, any general inequality going in the opposite direction appears at the first sight unlikely. However, the following reduction (shown in [8]) simplifies the matter substantially.

For a given space $X$, if (2) holds for $t = 1$ and all $K \subset X$ verifying $B_X/4 \subset K \subset 4B_X$, then it holds (perhaps with different $a, b > 0$) for all $K$ and all $t > 0$.

In other words, it is enough to prove (1) (or even the first inequality in (1)) for $K, B$ such that $B/4 \subset K \subset 4B$. This reduction allows us to close the loop, at least under some additional mild geometric assumptions about the ambient normed space.

For bounded sets in a $K$-convex space $X$, $M(\cdot, B_X)$ and $\hat{M}(\cdot, B_X)$ are comparable.

More precisely, we have $\log M(T, B_X) \leq \beta \log \hat{M}(T, B_X/4)$ where $\beta$ depends only on the diameter of the convex set $T$ and (the upper bound on) the $K$-convexity constant of $X$. Moreover, the roles of $B$ and $T$ can be reversed if $T$ is symmetric and $T \supset rB$.
for some $r > 0$ (with $\beta$ depending on $r$). Proofs of both these facts (contained in [9]) are based on the so-called Maurey’s lemma (see [81]) and on the ideas from [19].

Theorem 2.2 follows now by combining (more or less) formally the three statements above. The argument suggests several natural questions.

**Problem 2.3.** Are the quantities $M(\cdot, B_X)$ and $\hat{M}(\cdot, B_X)$ always (in the appropriate sense) comparable? Comparable uniformly over well-bounded subsets of (arbitrary) normed space $X$? Comparable uniformly over subsets of a Hilbert space $X$ (without restriction on the diameter)?

An affirmative answer to the second question would imply an affirmative answer to Conjecture 2.1 in full generality. Similarly, an affirmative answer for a specific non-$K$-convex space $X$ would imply the form (2) of the conjecture for that space (and the form (3), with the second space $Y$ arbitrary). An interesting test case is $X = \ell_1$.

While equivalence of $M(\cdot, B_X)$ and $\hat{M}(\cdot, B_X)$ over all convex subsets of $X$ (i.e., in absence of a uniform upper bound on the diameter, the first and the third part of Problem 2.3) is not required for the corresponding case of the Duality Conjecture 2.1, good understanding of the relationship between the two quantities may have implications for complexity theory. Indeed, a standard device in constructing geometric algorithms is a separation oracle (cf. [35]): if $T$ is a convex set then, for a given $x$, the oracle either attests that $x \in T$ or returns a functional efficiently separating $x$ from $T$. It is arguable that quantities of the type $\hat{M}(T, \cdot)$ correctly describe complexities of the set $T$ with respect to many such algorithms.

### 3. Geometric complexity of convex bodies and their diversity

When comparing shapes of convex bodies, it is most natural in our context to not distinguish $K$ from its images via invertible affine maps. This may be thought of as choosing for each body the coordinate system that is most appropriate for the particular property that is being studied, and leads to the concept of the Banach–Mazur distance. For (symmetric) convex bodies $U, V \subset \mathbb{R}^n$ one sets

$$d(U, V) := \inf\{\lambda > 0 : \text{there exists } w \in \text{GL}(n) \text{ such that } U \subset wV \subset \lambda U\}.$$  

This definition is usually formulated in the language of normed spaces: $d(X, Y) := \inf\{\|w\| \cdot \|w^{-1}\| : w : X \to Y \text{ an isomorphism}\}$. We refer to the monograph [108] for an exhaustive study of issues related to this notion.

**3.1. The structure of the Banach–Mazur compactum.** The set of (classes of affinely equivalent) symmetric convex bodies in $\mathbb{R}^n$ (or, equivalently, of classes of isometric $n$-dimensional normed spaces), endowed with the Banach–Mazur distance, is usually called the (nth) Banach–Mazur compactum or the Minkowski compactum. [See [1] for most recent results about the topological structure of this set.] It is actually
log $d(\cdot, \cdot)$ which has the usual properties of a distance function, but it is customary to abuse the notation and talk about $d(\cdot, \cdot)$ as if it was a metric. It is a fundamental result due to F. John [40]) that for any $n$-dimensional symmetric convex body $K$ its distance $d(K, B^2_n)$ to the Euclidean ball $B^2_n$ may be at most $\sqrt{n}$, and it is easy to see that this bound can not be in general improved. It follows right away that the diameter of the compactum is at most $n$, and the remarkable result of Gluskin [31] shows that this bound can not be substantially improved: we do have pairs $K, B$ of $n$-dimensional symmetric convex bodies for which $d(K, B) \geq cn$ (where $c > 0$ is, according to our convention, a universal constant independent of $n$). We take this opportunity to point out several unsolved problems in this general direction. First, it would be interesting to determine the exact diameter of the Banach–Mazur compactum for specific low dimensions; in fact, the only case when the diameter of the compactum is precisely known is $n = 2$ (see [11]), and the complex analogue is unknown even in dimension 2. A more serious problem is the question of finding (the order of) the maximal distance of specific important convex bodies to general ones of the same dimension. For the $n$-dimensional cube $B^n_\infty$ (the unit ball of $\ell^n_\infty$), the easy lower and upper bounds of $\sqrt{n}$ and $n$ were improved only around 1990 in, respectively, [98] and [20]. The lower bound $cn \log n$ from [98] remains the best known, while the upper one has been tightened in [101] and in a series of papers by Giannopoulos culminating in $Cn^{5/6}$ in [29]. Clearly, a wide gap still persists. Another wide open question is that about the diameter of the compactum of the not-necessarily-symmetric $n$-dimensional convex bodies, with the definition of the distance involving additionally a minimum over translations. The analogue of John’s result (also contained in [40]) yields the value $n$ for the radius with center at $B^2_n$. The resulting estimate $n^{2/3}$ on the diameter has been improved in [86] (see also [13]) to $n^{4/3}$ (times a logarithmic factor). For a more general discussion of the isomorphic theory of non-symmetric convex bodies we refer to the recent articles [54], [74], [34] and their references.

3.2. Quotient of a subspace theorem and its aftermath. It follows from the results quoted in Section 3.1 that convex bodies/normed spaces can be quite distant in the Banach–Mazur sense. Accordingly, it was a major surprise when Milman ([69]) discovered in the mid 1980s that, in some sense, every convex body hides somewhere inside its structure an ellipsoid of nearly full dimension. More precisely, we have (in the language of normed spaces)

**Theorem 3.1** (Quotient of a subspace theorem). Given $\theta \in (0, 1)$ and an $n$-dimensional normed space $X$ there exists a subspace of a quotient of $X$ whose dimension is $\geq \theta n$ and whose Banach–Mazur distance to the Euclidean space does not exceed $C(\theta)$. Moreover, $C(\theta)$ can be chosen to verify $\lim_{\theta \to 0^+} = 1$.

In other words, every $n$-dimensional symmetric convex body admits a central section and an affine image (not necessarily bijective) of that section which is of dimension $\geq \theta n$ and which is $C(\theta)$-equivalent (in the sense of the Banach–Mazur distance) to a Euclidean ball. Theorem 3.1 should be compared with the much earlier
celebrated Dvoretzky theorem (see [27], and [68] for the improved version quoted here) which, in the same context, asserts existence of almost Euclidean sections, or subspaces, whose dimension is just of order \( \log n \). It is easy to see that, in general, if we only use the operation of passing to a subspace (or, dually, only the operation of passing to a quotient), then this logarithmic order can not be improved. [We discuss some remarkable special cases when it can be dramatically improved in the next section.] Still, it is conceivable that some considerable regularity can be achieved by a single operation of passing to a “proportional” subspace (or to a “proportional” quotient). In the wake of his quotient of a subspace theorem Milman stated in his 1986 ICM lecture ([70]) several specific problems going in that direction. All these problems were recently answered in the negative due to the discovery of a new phenomenon which we will next describe.

3.3. The saturation phenomenon. The following result from [103] is a sample illustration of the phenomenon.

**Theorem 3.2** (The saturation phenomenon). Let \( n \) and \( m_0 \) be positive integers with \( \sqrt{n} \log n \leq m_0 \leq n \). Then, for every finite dimensional normed space \( W \) with

\[
\dim W \leq c_1 m_0 / \sqrt{n}
\]

there exists an \( n \)-dimensional normed space \( X \) such that every subspace \( Y \) of \( X \) with \( \dim Y \geq m_0 \) contains a contractively complemented subspace isometric to \( W \).

Loosely speaking, Theorem 3.2 says that the space \( X \) is so “saturated” with subspaces isometric to \( W \) (copies of \( W \)), that such subspaces persist in every “sufficiently large” subspace of \( X \). Furthermore, due to the complementability clause in the assertion of Theorem 3.2, the statement can be dualized, i.e., “every subspace \( Y \) of \( X \)” can be replaced by “every quotient \( Y \) of \( X \)” Thus, in general, passing to large subspaces or large quotients can not erase \( k \)-dimensional features of a space if \( k \) is below certain threshold value. This is in stark contrast to the operation of passing to a large quotient of a subspace, which – by Theorem 3.1 – may lead, in a sense, to losing all information about the original space, no matter how complicated that space was.

Let us point out that, under the hypotheses of the Theorem, the dimension \( k := \dim W \) is always nontrivial (i.e., large, if \( n \) is large), and in the most interesting case when \( m_0 \sim n \) (say, \( m_0 \approx n/2 \)) we can have \( k \sim \sqrt{n} \). It follows that Theorem 3.2 imposes strict limits on properties that may be achieved (or improved) by passing to a large subspace (resp., quotient). Indeed, no property of normed spaces whose violation can be witnessed inside subspaces of dimension \( \ll \sqrt{\dim X} \) (and which is inherited by complemented subspaces of a space) can be in general achieved by passing to a subspace (resp., quotient) of \( X \) whose dimension is comparable to that of \( X \). To demonstrate that, we choose any space \( W \) with \( \dim W \ll \sqrt{n} \) which does not have the property in question and use Theorem 3.2 to construct an \( n \)-dimensional space; then every sufficiently large subspace (resp., quotient) of \( X \) contains a contractively
complemented subspace isometric to $W$ and consequently can not have our property. Examples of properties which can be so “prevented” include being of nontrivial type or cotype, which immediately settles in the negative (and in a very strong sense).

Problem 1 from [70]: Does every $n$-dimensional normed space admit a quotient of dimension $\geq n/2$ whose cotype 2 constant is bounded by a universal numerical constant?

Statements similar to Theorem 3.2 hold if it is additionally required that $X$ has certain regularity properties. For example, if we insist that the cotype $q$ constant of $X$ (for some $q \in (2, \infty)$) be controlled, it is possible to construct $X$ which is saturated with copies of any given space $W$ whose cotype $q$ constant is not too large, provided $\dim W$ verifies a condition resembling (4). These topics were developed in [103], [104] and led to negative answers to Problems 2 and 3 from [70].

All the above notwithstanding, some global regularity of bodies/spaces may be achievable by passing to proportional quotient or subspaces. For example, already in [69], as a step in the proof of Theorem 3.1, it was established that every finite dimensional normed space admits a “proportional” quotient of well-bounded volume ratio, a volumetric characteristic of a convex body closely related to cotype 2 property of the corresponding normed space. It would be important to find more examples of, and/or limitations on such results. As a sample problem we mention the following

**Problem 3.3.** Given a finite dimensional normed space $X$, does there exist a subspace $Y \subset X$ with $m := \dim Y \geq \dim X/2$ and a basis $y_1, \ldots, y_m$ of $Y$ such that, denoting by $y^*_1, \ldots, y^*_m$ the dual basis of $Y^*$ we have

$$\text{Ave}_{\varepsilon_i = \pm 1} \left\| \sum_{j=1}^{m} \varepsilon_j y_j \right\| \cdot \text{Ave}_{\eta_j = \pm 1} \left\| \sum_{j=1}^{m} \eta_j y^*_j \right\| \leq C m ?$$

It is in fact an open problem whether a similar property holds for every normed space without passing to a subspace. [For example, a slightly weaker form of this last question was stated as Problem 6 in [70].]

**3.4. Products of convex bodies and the nontrivial projection problem.** A measure of geometric complexity of a high dimensional convex body $K$ is whether it can be “reduced,” in some meaningful sense, to bodies of substantially lower dimension. One such natural reduction would be approximating $K$, in the sense of Banach–Mazur distance, by Cartesian products of (two or more) convex bodies, each of which has a reasonably large dimension. The so phrased problem makes sense also for non-symmetric bodies, but in the symmetric case it reduces to the well-known nontrivial projection problem.

**Problem 3.4.** Do there exist $C > 0$ and a sequence $k_n \to +\infty$ such that for every $n$-dimensional normed space $X$ there is a projection $P$ on $X$ with $\| P \| \leq C$ and $\min\{\text{rank } P, \text{rank}(I - P)\} \geq k_n$?
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A question about somewhat stronger property, the \textit{finite-dimensional basis problem} was resolved in early 1980s (after having been open for about 50 years) in [32] and [97] (see also [60]), where it was shown that the statement from Problem 3.4 can not hold with \(k_n\) substantially larger than \(\sqrt{n}\) (more precisely, with \(k_n \gg \sqrt{n \log n}\) and that, in general, we can not find projections on \(X\) whose rank and corank are of the same order as \(\dim X\) and whose norm is \(o(\sqrt{\dim X})\). [Note that every \(k\)-dimensional subspace of a normed space is complemented via a projection of norm \(\leq \sqrt{k}\), see [44], or even slightly smaller, see [52], [50].] Various versions of Problem 3.4 were stated in the ICM talks by Milman (1986, [70]) and, most notably, by Pisier (1983, [83]), with the latter reporting also on the definitive treatment of the case when \(\dim X = \infty\): it may then happen that, for any finite rank projection \(P\) on \(X\) one has \(\|P\| \geq c \sqrt{\text{rank} P}\). [The purely infinite dimensional counterexample to splitting into a nontrivial Cartesian product, or even to a weaker property, is provided by the Gowers–Maurey \textit{hereditarily indecomposable} spaces, see [63].]

In spite of all these negative results it is still conceivable that the answer to Problem 3.4 is affirmative, even with \(k_n \sim \sqrt{n}\); this threshold is precise (on the power scale) in the case of “the usual suspects,” Gluskin-type random spaces, (see [60]) and – perhaps for a reason – parallels some thresholds related to the saturation phenomenon from Section 3.2. In fact, improvements on the extremal order \(\sqrt{\text{rank} P}\) for norms of projections have been known for quite a while, see [80], [83]. The following bound ([105]) can be obtained by combining known techniques (in a not-so-straightforward manner, though).

**Theorem 3.5.** There exist \(C, c > 0\) and a sequence \(k_n \geq \exp(c \sqrt{\log n})\) such that, for every \(n\)-dimensional normed space \(X\), there is a projection \(P\) on \(X\) with \(\min\{\text{rank} P, \text{rank}(I - P)\} \geq k_n\) and \(\|P\| \leq C (\log k_n)^2\).

Going even further, we do not see easy counterexamples to the following (sample) statement stronger than the one in Problem 3.4: Given an \(n\)-dimensional normed space \(X\) and an integer \(m\) with \(\sqrt{n} < m \leq n\), the space \(X\) can be split into a direct sum of \(m\) subspaces \(E_1, \ldots, E_m\) of approximately equal dimensions, and such that if \(P_j\) is the projection onto \(E_j\) that annihilates all \(E_i\) with \(i \neq j\), then \(\max_{1 \leq j \leq m} \|P_j\| \leq C\). This would be a generalization of the classical Auerbach lemma which asserts that the answer is yes, with \(C = 1\), if \(m = n\). However, it is possible that, at least for some range of \(m\), an argument in the spirit of [98] may yield a counterexample.

4. **Algorithmic complexity and derandomization, pseudorandom matrices**

Many results in asymptotic geometric analysis, including virtually all cited in the preceding section, have been obtained by \textit{probabilistic} considerations. For example, when the objective is to prove the existence of a convex body (or a normed space) with certain property, the strategy is to come up with an appropriate random variable
whose values are convex bodies, and then to show that with nonzero (and typically
close to 1) probability the property in question is satisfied. [The arguments usually
involve precise metric entropy estimates for various subsets of \( \mathbb{R}^n \), or for sets of
operators on \( \mathbb{R}^n \), combined with large deviation and, particularly, small ball estimates
for vector-valued random variables; the latter two are aspects of the celebrated measure
concentration phenomenon, the standard form of which is more adapted to almost
isometric questions than to isomorphic ones.] For many more examples of similar
arguments in other contexts see [5].

In all such cases, a natural question is: Is it possible to give an explicit example,
or a derandomized algorithm? An explicit example must have an explicit reason, and
this should presumably be reflected by the presence of some additional structure and a
more natural, “nicer” end-product. Even more importantly, if a question is motivated
by applications, it is usually imperative that the solution be explicit, or at least easily
verifiable. In this section we will sketch several sample contexts when a derandomized
proof would be desirable, and describe a few attempts at derandomization (or partial
derandomization) of constructions that were originally obtained using probabilistic
methods.

Very often the object one constructs (a convex body, a normed space, or a subspace
or a quotient) can be fully described by a matrix, which in a probabilistic construction
will be random. [This link is even more explicit when the objective is to find an
operator.] Since we aim at producing explicit matrices that behave like random ones,
one may say that this section is mostly about pseudorandom matrices.

4.1. Kashin decompositions and linear vs. quadratic programming. We begin
by recalling the following spectacular result motivated by questions in approximation
theory and usually referred to as Kashin decomposition (see [45], [96], [102], [84])

**Theorem 4.1** (Kashin decomposition). Given \( m = 2n \in 2\mathbb{N} \), there exist two orthog
onal \( m \)-dimensional subspaces \( E_1, E_2 \subset \mathbb{R}^m \) such that

\[
\frac{1}{8} \|x\|_2 \leq \frac{1}{\sqrt{m}} \|x\|_1 \leq \|x\|_2 \quad \text{for all } x \in E_i, \ i = 1, 2.
\]

In other words, the space \( \ell_1^{2n} \) is an orthogonal (in the \( \ell_2^n \) sense) sum of two
nearly Euclidean subspaces. The existence of such a decomposition was surprising
because, as is easily seen, on the entire space \( \mathbb{R}^m \), the ratio between the \( \ell_1 \) and \( \ell_2 \)
norms varies between 1 and \( \sqrt{m} \) (in fact, the Banach–Mazur distance between \( \ell_1^m \)
and \( \ell_2^n \) equals \( \sqrt{m} \)). [See [84], p. 95, for an exposition of the equally striking infinite-
dimensional analogue due to Krivine and independently to Kashin.] A slightly different
form of the theorem (the original one) asserts the existence of a matrix \( V \in O(n) \)
such that

\[
\max\{\|x\|_1, \|Vx\|_1\} \geq c \sqrt{n} \|x\|_2 \quad \text{for all } x \in \mathbb{R}^n
\]

the graphs of \( V \) and \( -V \) yield then a desired decomposition of \( \mathbb{R}^m \) (with \( \frac{1}{8} \) in (5)
replaced by \( \frac{c}{2} \)). In both formulations the standard arguments yield that, for large \( n \),
the assertion holds for nearly all decompositions $E_1 \oplus E_2$ or, resp., for nearly all $V \in O(n)$ (with respect to the corresponding Haar measure); see [7], [90], [55] and their references for an in-depth discussion of other random models. However, no explicit families of $E_1$, $E_2$ or $V$ with $n \to \infty$ are known. This leads naturally to

**Problem 4.2.** Given $n \in \mathbb{N}$, exhibit an explicit Kashin decomposition of $\ell_1^{2n}$.

A formally easier, and perhaps more to the point, as it corresponds to constructive Dvoretzky theorem for $\ell_1^m$ (cf. Section 3.2), is the question (also stated as Problem 7 in [70]) about exhibiting explicit proportional nearly Euclidean subspaces of $\ell_1^m$, i.e., subspaces $E \subset \ell_1^m$ with $k := \dim E \geq cm$ and $d(E, \ell_2^k) \leq C$. The best to date result of this nature is due to Rudin [88] and yields merely $k = O(\sqrt{m})$. The construction in [88] was based on finite fields and difference sets (or the so called finite geometries), and the topic directly considered was that of exact $\Lambda_p$-sets for even integers $p \geq 4$. This leads to another question: finding explicit exact $\Lambda_p$-sets for other values of $p$; for definitions and probabilistic results see [17], [106], [18].

A very interesting result (whose relevance is not completely clear yet) in the direction of Problem 4.2 was obtained in [15], which – in our language – contains a constructive version of the quotient of a subspace Theorem 3.1 for the simplex. [See also [77], where this and many more related issues are discussed.]

**Theorem 4.3.** Given $n \in \mathbb{N}$, there exists a set $S \subset \mathbb{R}^n$ which is an explicit affine image of an explicit section of the $5n$-dimensional simplex and which verifies

$$B_2^n \subset S \subset C B_2^n.$$ 

Moreover, $C$ can be replaced by $1 + \epsilon$, for $\epsilon \in (0, 1)$, if we use a simplex of dimension $\geq C_1 n \log (2/\epsilon)$.

One thus finds an explicit approximate of the $n$-dimensional Euclidean ball $B_2^n$ “hidden” in the $5n$-dimensional simplex. The original motivation for Theorem 4.3 was approximating quadratic programming problems by linear programming problems while increasing the size of a problem only moderately. Here $n$ is the size of the original quadratic problem related to the Euclidean ball, or to an ellipsoid. The dimension of the simplex corresponds to the size of the linear problem (its faces represent constraints), with the increase in size related to the number of auxiliary variables. Representing auxiliary variables in terms of the original variables corresponds to a section of the simplex, and the affine image, or projection, corresponds to verifying whether there is a point with certain coordinates pre-assigned which verifies the constraints. Finally, $\epsilon$ is the precision of the approximation. We emphasize the very weak dependence of the increase in dimension on $\epsilon$; it is more standard in similar statements in geometric functional analysis to have in place of $\log (2/\epsilon)$ a factor which is a power of $\epsilon$ (we again refer to the article [48] in this collection for a more detailed discussion of the almost isometric theory, where this particular issue more properly belongs). This is another indication of possible advantages of explicit objects over random ones.
It is not clear whether the approach of [15] can be developed to handle the symmetric case corresponding to a constructive Dvoretzky theorem for $\ell^m_1$ (closely related to Problem 4.2), or even to a constructive version of Theorem 3.1 for that space. In any case, it seems that the more directly relevant point of view is here the dual form of the Dvoretzky theorem, or of the Kashin decomposition: find an explicit projection, or an affine image, of the $m$-dimensional cube (the unit ball of $\ell^m_\infty$) which approximates a Euclidean ball of dimension $\approx cm$.

A vaguely similar topic in that it connects algorithmic issues (approximating, this time in the isomorphic sense, problems in combinatorial optimization by their semi-definite relaxations) with functional analytic phenomena (Grothendieck-type inequalities and the geometry of various high dimensional convex sets) has been studied, among others, in [4], [67], [3], [47]; see the first three of these articles and [77], and their references, for the background. The same circle of ideas, related to inhomogeneity of high dimensional cubes and linked to some of the issues discussed in Section 3, led to the solution – in the negative, for large dimensions – of the following (central case of the) well-known problem of Knaster stated in 1946 in the New Scottish Book and published in 1947 in [49]: Given a continuous function on the sphere in $\mathbb{R}^n$ and a configuration of $n$ points on that sphere, is there a rotation of the configuration on which the function is constant? See [46] for details and for the background. We refer to [39] for improvements yielding (negative) solutions also for moderate dimensions (at this point the answer is unknown for $n$ between 4 and about 60; the answer is affirmative for $n < 4$) and to [71] for a link between Knaster-like statements and precise versions of Dvoretzky theorem. [Some such statements may still be true, see [46].]

4.2. Decreasing randomness and expander graphs. A significant step in the direction of the problems stated or hinted in the preceding subsection was made in [10]. The approach of that paper uses the paradigm introduced earlier in combinatorics and computer science: if we do not know how to completely dispense with randomness in certain construction, let us at least reduce the number of random bits needed to implement the construction; see [2] for an early article in that direction, usually referred to as the combinatorial derandomization. As in [2], pseudorandomness is brought in by pseudorandom expander graphs based on Kazhdan property $T$ for groups (see [62], [57]). Rather than flipping the coin $2n^2$ times to obtain a $n \times 2n$ matrix of $\pm 1$’s, which represents a linear map from $\mathbb{R}^{2n}$ to $\mathbb{R}^n$ whose kernel is typically an $n$-dimensional subspace of $\mathbb{R}^{2n}$, one identifies the $2^{2n}$ possible rows of such matrix (i.e., vectors of length $2n$ with $\pm 1$ coordinates) with vertices of an appropriate explicit expander graph, and then decides which vertices/rows to use by performing a random walk on that graph. Obtaining $n$ rows requires $n$ (or $n-1$) steps, for which we need approximately $n \log_2 d$ random bits (where $d$ is the degree of the graph), to which we need to add $2n$ bits for a random choice of the starting point. Specifics depend on a particular problem considered (the technical details are no longer primarily combinatorial, but field specific), for example to obtain a nearly Euclidean $n$-dimensional subspace of
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\ell_1^{2n} (or a partially derandomized Dvoretzky theorem for that space), $d$ can be chosen to be polynomial in $n$ and so the cost in random bits is of order $n \log n$.

This is an extremely interesting and promising approach. In addition to Dvoretzky theorem for $\ell_1^n$, the authors of [10] partially derandomize, among others, the quotient of a subspace Theorem 3.1. Full derandomization does not seem to be possible there since the initial space $X$ is not concrete; alternatively, the hypothesis would need to include conditions on the presentation of $X$. This example, while pointing to the “more correct” questions that should be asked in certain contexts, also reveals the limitations of the approach. However, progress beyond those limitations may conceivably be possible if one uses the more sophisticated pseudorandom techniques from, say, [58], [89], the contributions whose full implications have not been completely “digested” yet.

It is interesting to note that, in addition to the classical theoretical computer science, the same paradigm (from randomizing to partial derandomizing) and the same underlying techniques have been exploited in the quantum information theory, see [36], [6]; this circle of ideas also vaguely relates to random codes from Subsection 4.4 below. Thus one may hope that the interaction of asymptotic geometric analysis and the quantum theory expands beyond the initial encounters such as [12], [100].

4.3. Reducibility of matrices and the property $\tau$. An $n \times n$ matrix $M$ is said to be reducible if, in some orthonormal basis, it can be written as a block matrix

$$M = \begin{bmatrix} M_1 & 0 \\ 0 & M_2 \end{bmatrix},$$

where $M_1$ and $M_2$ are square matrices of sizes which are (necessarily) between 1 and $n - 1$. This is equivalent to $M$ commuting with a nontrivial orthogonal projection. Based on an analysis of a large class of natural examples it was suggested around 1980 that, as $n$ increases to $\infty$, the reducible matrices may become more and more dense in the space of all $n \times n$ matrices. A confirmation of this fact from “experimental mathematics” would have had interesting consequences in the theory of quasidiagonal operators, and (likely) some useful implications for numerical linear algebra. However, this hope was soon laid to rest by the following result [37]

**Theorem 4.4.** There is a computable constant $c > 0$ such that for every $n \geq 2$ there is an $n \times n$ (real or complex) matrix of norm one which cannot be approximated within $c$ by a reducible matrix.

The argument given in [37] was non-constructive, the “poorly” reducible matrices being random (albeit of a somewhat special form), and the value of $c$ obtained there was of order $10^{-7}$. A construction yielding explicit pseudorandom matrices which are poorly approximable by reducible matrices was given recently in [16] (cf. [99], [109]). The construction in [16] is based on property $\tau$ from representation theory.
[A preprint containing a simpler, but weaker, version using Kazhdan’s property $T$ was circulated among some specialists in 2002.] The construction depends on noting that a unitary representation $g \to \pi(g)$ on $\mathbb{C}^n$ is irreducible if and only if the adjoint representation $g \to \text{Ad}_\pi(g)$, defined by $\text{Ad}_\pi(g)(X) := \pi(g)X\pi(g)^*$, does not have non-trivial fixed points when restricted to (the invariant subspace of) trace zero $n \times n$ matrices.

On the other hand, the property $T$ (or $\tau$) of a group $G$ says, roughly, that every failure of a unitary representation $\rho$ of $G$ to have non-trivial fixed points can be witnessed in a uniform way on the finite set $S = \{\rho(g_1), \ldots, \rho(g_k)\}$, where $g_1, \ldots, g_k$ are generators of $G$ (independent of $\rho$). Careful but elementary calculations involving various matrix ideal norms show then that irreducibility of $\rho$ can be likewise (uniformly) witnessed on $S$, and the argument is concluded, as in [37], by producing an appropriate block matrix some of whose entries are elements of $S$. The key point in the argument is that $k$ and the estimates quantifying irreducibility and lack of non-trivial fixed points are independent of the dimension of the representation (of course, to begin with, we need to choose a group which – in addition to possessing property $\tau$ – has many finite dimensional representations; e.g., $\text{SL}_2(\mathbb{Z})$ fulfills this role well). Again, as a bonus, we get a constant $c$ which is better than that in [37] by several orders of magnitude.

While this argument appears to be tightly connected to the Hilbert space structure and, accordingly, not immediately applicable to our more general setting of normed spaces, it is conceivable that (for example) by considering specific instances of the principle that is behind the construction, and by appealing in a deeper way to their structure, one may obtain pseudorandom matrices that are of relevance to some of the questions suggested elsewhere in this article. [The fact that Hilbert spaces are the setting for property $T$ or $\tau$ is not disqualifying per se; in fact, constructions of, say, random bodies typically appeal to Euclidean structures of the underlying spaces by working, e.g., with Gaussian measures.]

4.4. Random linear codes and other topics. Other situations calling for pseudorandom models that have been mentioned in this article are Gluskin-type random Banach spaces [31], [32], [97], [98], [59], some of which are implicit in Section 3.1, or the spaces exemplifying the saturation phenomenon from Section 3.3. We point out that while the latter spaces depend on the initial, a priori arbitrary lower dimensional space $W$ with which we saturate them, the dependence is very canonical. Indeed, what really counts is the arrangement of a finite family of lower dimensional subspaces in the larger space, just as Gluskin-type spaces exploited, in a sense, arrangements of finite sets of points. A construction that comes to mind here is [52], which, in particular, contains a successful derandomization of the example of a space with several extremal parameters, including the so called unconditional basis constant, given previously in [28] as an application of non-constructive Kashin decomposition (Theorem 4.1). However, the approach of [52] is based on spherical codes constructed via finite geometries and so its applicability seems somewhat limited, cf. our discussion of [88] in the paragraph following Theorem 4.1.

Another, quite different question is related to modeling free random variables in
free probability (see [110], [112], [111], [38]) with independent random matrices of increasing size. Due to the apparent central role of the idea of freeness in the subject of random matrices it would be very interesting to have also sufficiently canonical pseudorandom models (we note that there exist here constructions based on Clifford matrices [110], [94] which are, however, not fully satisfactory).

We conclude by describing briefly one more development that occurred recently on the border of high-dimensional convexity and computer science and which concerns self-correcting linear codes. The context is roughly as follows. We want to transmit a signal which is a vector \( x \in \mathbb{R}^n \). Since some coordinates may get corrupted in the transmission, we introduce some redundancy by transmitting instead the vector \( y = Ax \in \mathbb{R}^N \), where \( A \) is an \( N \times n \) matrix independent of \( x \) and \( N \) is larger, but not much larger than \( n \). We then hope that if not too many of the coordinates of \( y \) get corrupted in the transmission, then we will be able to recover, in a robust way, the original signal \( x \). In this context, some specific efficient strategies (based on linear programming) for recovery of the original signal along this line were proposed by Donoho and his collaborators (see, e.g., [25] and references in [22]), and existence of very efficient codes, with redundancy close to the theoretical minimum (which depends, of course, on the reliability of the transmission channel) was shown in [23], [87], [22]. However, in a twist which is reminiscent of the classical random Shannon codes [93], in the most efficient encoding schemes the matrix \( A \) is not explicit! This is not the worst possible scenario since once an appropriate \( A \) (of given size) is found in the pre-processing stage, it subsequently can be repeatedly used to encode all possible signals \( x \in \mathbb{R}^n \). However, in spite of some promising leads, fully satisfactory constructive and algorithmically efficient methods for producing large encoding matrices are still missing here.

We refer the reader to [21] for more background on the topic mentioned above and for other information/communication theory problems that have a similar flavor, and to [66] for a study of linear encoding for random models more general than that of [23], [87], [22] (but still employing the same setup involving vectors from \( \mathbb{R}^n \) and \( \mathbb{R}^N \)).
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